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[bookmark: _Toc27846574]5.6.10	Specific aspects of different PDU Session types
[bookmark: _Toc27846575]5.6.10.1	Support of IP PDU Session type
The IP address allocation is defined in clause 5.8.1
The UE may acquire following configuration information from the SMF, during the lifetime of a PDU Session:
-	Address(es) of P-CSCF(s).
-	Address(es) of DNS server(s).
-	the GPSI of the UE.
The UE may acquire from the SMF, at PDU Session Establishment, the MTU that the UE shall consider, see clause 5.6.10.x.
The UE may provide following information to the SMF during the lifetime of a PDU Session:
-	an indication of the support of P-CSCF re-selection based on procedures specified in TS 24.229 [62] (clauses B.2.2.1C and L.2.2.1C).
-	PS data off status of the UE.
NOTE:	An operator can deploy NAT functionality in the network; the support of NAT is not specified in this release of the specification.
[bookmark: _Toc27846576]5.6.10.2	Support of Ethernet PDU Session type
For a PDU Session set up with the Ethernet PDU Session type, the SMF and the UPF acting as PDU Session Anchor (PSA) can support specific behaviours related with the fact the PDU Session carries Ethernet frames.
Depending on operator configuration related with the DNN, different configurations for how Ethernet traffic is handled on N6 may apply, for example:
-	Configurations with a 1-1 relationship between a PDU Session and a N6 interface possibly corresponding to a dedicated tunnel established over N6. In this case the UPF acting as PSA transparently forwards Ethernet frames between the PDU Session and its corresponding N6 interface, and it does not need to be aware of MAC addresses used by the UE in order to route down-link traffic.
-	Configurations, where more than one PDU Session to the same DNN (e.g. for more than one UE) corresponds to the same N6 interface. In this case the UPF acting as PSA needs to be aware of MAC addresses used by the UE in the PDU Session in order to map down-link Ethernet frames received over N6 to the appropriate PDU Session. Forwarding behaviour of the UPF acting as PSA is managed by SMF as specified in clause 5.8.2.5.
NOTE 1:	The "MAC addresses used by the UE" correspond to any MAC address used by the UE or any device locally connected to the UE and using the PDU Session to communicate with the DN.
Based on operator configuration, the SMF may request the UPF acting as the PDU Session Anchor to respond to ARP/IPv6 Neighbour Solicitation requests based on local cache information, i.e. the mapping between the UE MAC address to the UE IP address, and the DN where the PDU Session is connected to, or to redirect the ARP traffic from the UPF to the SMF. Responding to ARP/IPv6 ND based on local cache information applies to ARP/IPv6 ND received in both UL and DL directions.
NOTE 2:	Responding to ARP/ND from a local cache assumes the UE or the devices behind the UE acquire their IP address via in-band mechanisms that the SMF/UPF can detect and by this link the IP address to the MAC address.
NOTE 3:	This mechanism is intended to avoid broadcasting or multicasting the ARP/IPv6 ND to every UE.
Ethernet Preamble and Start of Frame delimiter are not sent over 5GS:
-	For UL traffic the UE strips the preamble and frame check sequence (FCS) from the Ethernet frame.
-	For DL traffic the PDU Session Anchor strips the preamble and frame check sequence (FCS) from the Ethernet frame.
Neither a MAC nor an IP address is allocated by the 5GC to the UE for a PDU Session.
The PSA shall store the MAC addresses received from the UE, and associate those with the appropriate PDU Session.
The UPF handles VLAN tags (addition/removal) as instructed by the SMF via PDR (Outer header removal) and FAR (UPF applying Outer header creation of a Forwarding policy). For example:
-	The UPF may insert (for uplink traffic) and remove (for downlink traffic) a S-TAG on N6 interface on top of the C-TAG of the UE.
-	The UPF may insert (for uplink traffic) and remove (for downlink traffic) a VLAN tag on the N6 interface while there is no VLAN in the traffic to and from the UE.
NOTE  4:	This can be used for traffic steering to N6-LAN but also for N6-based traffic forwarding related with 5G-VN service described in clause 5.29.4
Apart from specific conditions related to the support of PDU sessions over W-5GAN defined in TS 23.316 [84], the UPF shall not remove VLAN tags sent by the UE and the UPF shall not insert VLAN tags for the traffic sent to the UE.
PDU(s) containing a VLAN tag shall be switched only within the same VLAN by a PDU Session Anchor.
The UE may acquire from the SMF, at PDU Session Establishment, the MTU of the Ethernet frames' payload that the UE shall consider, see clause 5.6.10.x.
NOTE 5:	The UE may operate in bridge mode with regard to a LAN it is connecting to the 5GS, thus different MAC addresses may be used as source address of different frames sent UL over a single PDU Session (and destination MAC address of different frames sent DL over the same PDU Session).
NOTE 6:	Entities on the LAN connected to the 5GS by the UE may have an IP address allocated by the DN but the IP layer is considered as an application layer which is not part of the Ethernet PDU Session.
NOTE 7:	In this Release of the specification, only the UE connected to the 5GS is authenticated, not the devices behind such UE.
NOTE 8:	5GS does not support the scenario where a MAC address or if VLAN applies a (MAC address, VLAN) combination is used on more than one PDU Session for the same DNN and S-NSSAI.
NOTE 9:	This Release of the specification does not guarantee that the Ethernet network remains loop-free. Deployments need to be verified on an individual basis that loops in the Ethernet network are avoided.
NOTE 10:	This Release of the specification does not guarantee that the Ethernet network properly and quickly reacts to topology changes. Deployments need to be verified on an individual basis how they react to topology changes.
Different Frames exchanged on a PDU Session of Ethernet type may be served with different QoS over the 5GS. Thus, the SMF may provide to the UPF Ethernet Packet Filter Set and forwarding rule(s) based on the Ethernet frame structure and UE MAC address(es). The UPF detects and forwards Ethernet frames based on the Ethernet Packet Filter Set and forwarding rule(s) received from the SMF. This is further defined in clauses 5.7 and 5.8.2.
When a PDU Session of Ethernet PDU type is authorized by a DN as described in clause 5.6.6, the DN-AAA server may, as part of authorization data, provide the SMF with a list of allowed MAC addresses and/or a list of allowed VIDs for this PDU Session; the list is limited to a maximum of 16 MAC addresses and/or a maximum of 16 VIDs accordingly. When such list(s) have been provided for a PDU Session, the SMF sets corresponding filtering rules in the UPF(s) acting as PDU Session Anchor for the PDU Session. The UPF discards any UL traffic that does not contain one of these MAC addresses as a source address if the list of allowed MAC addresses is provided. The UPF discards any UL traffic that does not contain one of these VIDs if the list of allowed VIDs is provided.
In this Release of specification, the PDU Session of Ethernet PDU Session type is restricted to SSC mode 1 and SSC mode 2.
For a PDU Session established with the Ethernet PDU Session type, the SMF may, upon PCF request, need to ensure reporting to the PCF of all Ethernet MAC addresses used as UE address in a PDU Session. In this case, as defined in clause 5.8.2.12, the SMF controls the UPF to report the different MAC addresses used as source address of frames sent UL by the UE in the PDU Session.
NOTE 11:	This relates to whether AF control on a per MAC address is allowed on the PDU Session as defined in TS 23.503 [45] clause 6.1.1.2.
The PCF may activate or deactivate the reporting of the UE MAC address using the "UE MAC address change" Policy Control Request Trigger as defined in Table 6.1.3.5-1 of TS 23.503 [45].
The SMF may relocate the UPF acting as the PDU Session Anchor for an Ethernet PDU Session as defined in clause 4.3.5.8 of TS 23.502 [3]. The relocation may be triggered by a mobility event such as a handover, or may be triggered independent of UE mobility, e.g. due to load balancing reasons. In order to relocate the PSA UPF, the reporting of the UE MAC addresses needs to be activated by the SMF.
[bookmark: _Toc27846577]5.6.10.3	Support of Unstructured PDU Session type
Different Point-to-Point (PtP) tunnelling techniques may be used to deliver Unstructured PDU Session type data to the destination (e.g. application server) in the Data Network via N6.
Point-to-point tunnelling based on UDP/IP encapsulation as described below may be used. Other techniques may be supported. Regardless of addressing scheme used from the UPF to the DN, the UPF shall be able to map the address used between the UPF and the DN to the PDU Session.
When Point-to-Point tunnelling based on UDP/IPv6 is used, the following considerations apply:
-	IPv6 prefix allocation for PDU Sessions are performed locally by the (H-)SMF without involving the UE.
-	The UPF(s) acts as a transparent forwarding node for the payload between the UE and the destination in the DN.
-	For uplink, the UPF forwards the received Unstructured PDU Session type data to the destination in the data network over the N6 PtP tunnel using UDP/IPv6 encapsulation.
-	For downlink, the destination in the data network sends the Unstructured PDU Session type data using UDP/IPv6 encapsulation with the IPv6 address of the PDU Session and the 3GPP defined UDP port for Unstructured PDU Session type data. The UPF acting as PDU Session Anchor decapsulates the received data (i.e. removes the UDP/IPv6 headers) and forwards the data identified by the IPv6 prefix of the PDU Session for delivery to the UE.
-	The (H-)SMF performs the IPv6 related operations but the IPv6 prefix is not provided to the UE, i.e. Router Advertisements and DHCPv6 are not performed. The SMF assigns an IPv6 Interface Identifier for the PDU Session. The allocated IPv6 prefix identifies the PDU Session of the UE.
-	For AF influence on traffic routing (described in clause 5.6.7), when the N6 PtP tunnelling is used over the DNAI and the AF provides, by value, information about N6 traffic routing requirements in the AF request, the AF provides N6 PtP tunnelling requirements (IPv6 address and UDP port of the tunnel end in the DN) as the N6 traffic routing information associated to the DNAI; when the SMF notifies the AF of UP path management events, it includes the N6 PtP tunnel information related to the UP (the IPv6 address and the 3GPP defined UDP port of the tunnel end at the UPF) as N6 traffic routing information in the notification.
In this Release of the specification there is support for maximum one 5G QoS Flow per PDU Session of Type Unstructured.
In this Release of specification, the PDU Session of Unstructured PDU Session type is restricted to SSC mode 1 and SSC mode 2.
The UE may acquire from the SMF, at PDU Session Establishment, the MTU that the UE shall consider, see clause 5.6.10.x.
***** Next Change *****
5.6.10.x	Maximum Transfer Unit size considerations
In order to avoid data packet fragmentation between the UE and the UPF acting as PSA, the link MTU size in the UE should be set to the value provided by the network as part of the IP configuration. The link MTU size for IPv4 is sent to the UE by including it in the PCO (see TS 24.501 [47]). The link MTU size for IPv6 is sent to the UE by including it in the IPv6 Router Advertisement message (see RFC 4861 [54]).
NOTE 1:	Ideally the network configuration ensures that for PDU Session type IPv4v6 the link MTU values provided to the UE via PCO and in the IPv6 Router Advertisement message are the same. In cases where this condition cannot be met, the MTU size selected by the UE is unspecified.
[bookmark: _GoBack]When using a PDU Session type Unstructured, the maximum uplink packet size, and when using Ethernet, the Ethernet frames' payload, that the UE should use may be provided by the network as a part of the session management configuration by encoding it within the PCO (see TS 24.501 [47]). To provide a consistent environment for application developers, the network shall use a maximum packet size of at least 128 octets (this applies to both uplink and downlink).
When the MT and the TE are separated, the TE may either be pre-configured to use a specific default MTU size or the TE may use an MTU size provided by the network via the MT. Thus, it is not always possible to set the MTU value by means of information provided by the network. 
NOTE 2:	In network deployments that have MTU size of 1500 octets in the transport network, providing a link MTU value of 1358 octets to the UE as part of the IP configuration information from the network will prevent the IP layer fragmentation within the transport network between the UE and the UPF. For network deployments that uniformly support transport with larger MTU size than 1500 octets (for example with ethernet jumbo frames of MTU size up to 9216 octets), providing a link MTU value of MTU-142 octets to the UE as part of the IP configuration information from the network will prevent the IP layer fragmentation within the transport network between the UE and the UPF.  Link MTU considerations are discussed further in Annex X. 
NOTE 3:	As the link MTU value is provided as a part of the session management configuration information, a link MTU value can be provided during each PDU Session establishment. In this release, dynamic adjustment of link MTU for scenarios where MTU is not uniform across transport are not addressed. 
***** Next Change *****
[bookmark: _Toc20149971][bookmark: _Toc27846770]5.17.2	Interworking with EPC
[bookmark: _Toc20149972][bookmark: _Toc27846771]5.17.2.1	General
Interworking with EPC in this clause refers to mobility procedures between 5GC and EPC/E-UTRAN, except for clause 5.17.2.4. Network slicing aspects for EPS Interworking are specified in clause 5.15.7
In order to interwork with EPC, the UE that supports both 5GC and EPC NAS can operate in single-registration mode or dual-registration mode:
-	In single-registration mode, UE has only one active MM state (either RM state in 5GC or EMM state in EPC) and it is either in 5GC NAS mode or in EPC NAS mode (when connected to 5GC or EPC, respectively). UE maintains a single coordinated registration for 5GC and EPC. Accordingly, the UE maps the EPS-GUTI to 5G GUTI during mobility between EPC and 5GC and vice versa following the mapping rules in Annex B. To enable re-use of a previously established 5G security context when returning to 5GC, the UE also keeps the native 5G-GUTI and the native 5G security context when moving from 5GC to EPC.
-	In dual-registration mode, UE handles independent registrations for 5GC and EPC using separate RRC connections. In this mode, UE maintains 5G-GUTI and EPS-GUTI independently. In this mode, UE provides native 5G-GUTI, if previously allocated by 5GC, for registrations towards 5GC and it provides native EPS-GUTI, if previously allocated by EPC, for Attach/TAU towards EPC. In this mode, the UE may be registered to 5GC only, EPC only, or to both 5GC and EPC.
	Dual-registration mode is intended for interworking between EPS/E-UTRAN and 5GS/NR. A dual-registered UE should not send its E-UTRA connected to 5GC and E-UTRAN radio capabilities to NR access when connected to 5GS/NR to avoid being handed over to 5GC-connected E-UTRA or to E-UTRAN.
NOTE 1:	This is to prevent the dual registered UE from being connected to the same E-UTRA cell either connected to EPC or 5GC simultaneously using separate RRC connections via single RAN node as a result of handover. If a dual- registered UE implementation chooses to send its E-UTRA capability when connected to 5GS/NR, the UE and the network behaviour when UE enters a 5GC-connected E-UTRA is not further specified. If however the UE is registered with 5GS/NR only, the UE can send its E-UTRA capability in order to allow inter-RAT handover to E-UTRA/5GC and Dual Connectivity with multiple RATs.
	If a dual-registered UE had not sent its E-UTRA connected to 5GC and E-UTRAN radio capabilities to 5GS and the UE needs to initiate emergency services, it shall locally re-enable its E-UTRA connected to 5GC and E-UTRAN radio capabilities in order to perform domain selection for emergency services as defined in TS 23.167 [18].
NOTE 2:	However even in this case, the UE is still not expected to connect to E-UTRAN/EPC and E-UTRA/5GC simultaneously using separate RRC connection via single RAN node as a result of the domain selection for emergency services.
The support of single registration mode is mandatory for UEs that support both 5GC and EPC NAS.
During E-UTRAN Initial Attach, UE supporting both 5GC and EPC NAS shall indicate its support of 5G NAS in UE Network Capability described in clause 5.11.3 of TS 23.401 [26].
During registration to 5GC, UE supporting both 5GC and EPC NAS shall indicate its support of EPC NAS.
NOTE 3:	This indication may be used to give the priority towards selection of PGW-C + SMF for UEs that support both EPC and 5GC NAS.
If the EPC supports "Ethernet" PDU Session Type, and the 5GSM Capabilities indicate that the UE supports Ethernet PDN type in EPC, then PDU Session type "Ethernet" is transferred to EPC as "Ethernet". Otherwise, PDU Session types "Ethernet" and "Unstructured" are transferred to EPC as "non-IP" PDN type (when supported by UE and network). If the UE or EPC does not support Ethernet PDN type in EPC, the UE sets the PDN type to non-IP when it moves from 5GS to EPS and after the transfer to EPS, and the UE and the SMF shall maintain information about the PDU Session type used in 5GS, i.e. information indicating that the PDN Connection with "non-IP" PDN type corresponds to PDU Session type Ethernet or Unstructured respectively. This is done to ensure that the appropriate PDU Session type will be used if the UE transfers to 5GS.
PDN type "non-IP" is transferred to 5GS as "Unstructured" PDU Session type if it is successfully transferred.
It is assumed that if a UE supports Ethernet PDU Session type and/or Unstructured PDU Session type in 5GS it will also support non-IP PDN type in EPS. If this is not the case, the UE shall locally delete any EBI(s) corresponding to the Ethernet/Unstructured PDU Session(s) to avoid that the Ethernet/Unstructured PDU Session(s) are transferred to EPS.
MTU size consideration for PDU Sessions and PDN Connections towards a PGW-C+SMF follows the requirements in clause 5.6.10.x.
Networks that support interworking with EPC, may support interworking procedures that use the N26 interface or interworking procedures that do not use the N26 interface. Interworking procedures with N26 support provides IP address continuity on inter-system mobility to UEs that support 5GC NAS and EPC NAS and that operate in single registration mode. Networks that support interworking procedures without N26 shall support procedures to provide IP address continuity on inter-system mobility to UEs operating in both single-registration mode and dual-registration mode. In such networks, AMF shall provide the indication that interworking without N26 is supported to UEs during initial Registration in 5GC or MME may optionally provide the indication that interworking without N26 is supported in the Attach procedure in EPC as defined in TS 23.401 [26].
If the network does not support interworking with EPC, network shall not indicate support for "interworking without N26" to the UE.
When the HSS+UDM is required to provide the subscription data to the MME, for each APN, only one PGW-C+SMF FQDN and associated APN is provided to the MME according to TS 23.401 [26].
For interworking without N26 interface:
-	if the PDU session supports interworking, the PGW-C+SMF stores the PGW-C+SMF FQDN to SMF context in HSS+UDM when the SMF is registered to HSS+UDM.
-	For an APN, the HSS+UDM selects one of the stored PGW-C+SMF FQDN based on operator's policy.
For interworking with N26 interface:
-	For a DNN, AMF determines PDU session(s) associated with 3GPP access in only one PGW-C+SMF supporting EPS interworking via EBI allocation procedure as described in clause 4.11.1.4.1 of TS 23.502 [3].
-	If the network supports EPS interworking of non-3GPP access connected to 5GC, the AMF serving 3GPP access notifies the UDM to store the association between DNN and PGW-C+SMF FQDN which supports EPS interworking as Intersystem continuity context, to avoid MME receiving inconsistent PGW-C+SMF FQDN from AMF and HSS+UDM.
-	The AMF updates Intersystem continuity context if the PGW-C+SMF and DNN association is changed due to the AMF selecting another PGW-C+SMF for EPS interworking for the same DNN.
-	If the PGW-C+SMF FQDN and associated DNN exists in Intersystem continuity context, the HSS+UDM provides MME with PGW-C+SMF FQDN and associated APN.
It does not assume that the HSS+UDM is aware of whether N26 is deployed in the serving network. The HSS+UDM check the Intersystem continuity context first. If no PGW-C+SMF FQDN associated with an DNN exists in Intersystem continuity context, the HSS+UDM selects one of the PGW-C+SMF FQDN for the APN from SMF context based on operator's policy.
In entire clause 5.17.2 the terms "initial attach", "handover attach" and "TAU" for the UE procedures in EPC can alternatively be combined EPS/IMSI Attach and combined TA/LA depending on the UE configuration defined in TS 23.221 [23].
If a UE in MICO mode moves to E-UTRAN connected to EPC and any of the triggers defined in clause 5.4.1.3 occur, then the UE shall locally disable MICO mode and perform the TAU or Attach procedure as defined in clause 5.17.2. The UE can renegotiate MICO when it returns to 5GS during (re-)registration procedure.
IP address preservation for IP PDU sessions cannot be ensured on subsequent mobility from EPC/E-UTRAN to GERAN/UTRAN to a UE that had initially registered in 5GS and moved to EPC/E-UTRAN.
NOTE 4:	The SMF+PGW-C might not include the GERAN/UTRAN PDP Context anchor functionality. Also, 5GC does not provide GERAN/UTRAN PDP Context parameters to the UE when QoS flows of PDU Session are setup or modified in 5GS. Hence, the UE might not be able to activate the PDP contexts when it transitions to GERAN/UTRAN.
IP address preservation for IP PDU sessions cannot be ensured on subsequent mobility from EPC/E-UTRAN to 5GS to a 5GS NAS capable UE that had initially attached via GERAN/UTRAN and moved to EPC/E-UTRAN.
NOTE 5:	The SMF+PGW-C might not include the GERAN/UTRAN PDP Context anchor functionality. Also, 5GS NAS capable UE does not indicate the support of this capability to the network during GPRS attach via GERAN/UTRAN. Hence, SMF+PGW-C might not be selected for the UE's PDP contexts that are setup in GERAN/UTRAN.
When a PDU session is moved from 5GS to EPS, the PGW-C+SMF keeps the registration and subscription in HSS+UDM until the corresponding PDN connection is released. The PGW-C+SMF may receive notification of subscription update regarding the DNN(s) which are associated with the PDN connection(s) connecting via EPS. In this case the PGW-C+SMF shall not trigger any action to those PDN connection(s). Instead, the MME will receive subscription update and trigger corresponding actions according to TS 23.401 [26].
If APN Rate Control is used when the UE moves from EPC to 5GC then the P-GW/SCEF and UE store the current APN Rate Control Status for an APN. If while connected to 5GC the last PDU Session to a DNN that is the same as the APN identified in the APN Rate Control status is released then the APN Rate Control Status may be stored in the AMF in addition to the Small Data Rate Control Status and the UE discards the APN Rate Control Status. The APN Rate Control Status is stored in the AMF so it can be provided to the MME during mobility to EPC and subsequently applied at establishment of a new first PDN Connection to the same APN , if valid. The APN Rate Control Status is provided to the PGW-U+UPF if a first new PDU Session is established towards the DNN that is the same as the APN identified in the APN Rate Control status if the UE moves back to EPC, taking into account its validity period.
NOTE 6:	If the APN Rate Control Status is provided to a PGW-U+UPF it is not used for Small Data Rate Control while the UE is connected to 5GC, it is only used as the APN Rate Control Status if the UE moves to EPC.
NOTE 7:	Encoding of APN and DNN specified in TS 23.003 [19] allows the comparison of EPS APN and 5GS DNN.
If a Service Gap timer is running in the AMF when the UE moves from 5GC to EPC, the AMF stops the running Service Gap timer. If the UE returns to 5GC from EPC the AMF provides the Service Gap Time to the UE as described in clause 5.31.16.
If a Service Gap timer is running in the MME when the UE moves from EPC to 5GC, the MME stops the running Service Gap timer. If the UE returns to E-UTRAN connected to EPC from 5GC the MME provides the Service Gap Time to the UE as described in TS 23.401 [26].
If a Service Gap timer is running in the UE when the UE moves to from 5GC to EPC and if Service Gap Time is received from the MME, the Service Gap timer is kept running in the UE and applied for EPC. If a Service Gap timer is running in the UE when the UE moves to 5GC and if Service Gap Time is received from the AMF, the Service Gap timer is kept running in the UE and applied in 5GS.
***** Next Change *****
[bookmark: _Toc4419380]Annex X (informative):
Link MTU considerations
According to clause 5.6.10.x networks can provide link MTU size for UEs. A purpose of the link MTU size provisioning is to limit the size of the packets sent by the UE to avoid packet fragmentation in the backbone network between the UE and the UPF acting as PSA (and/or across the N6 reference point). Fragmentation within the backbone network creates a significant overhead. Therefore operators might desire to avoid it. This Annex presents an overhead calculation that can be used by operators to set the link MTU size provided by the network. A UE might not employ the provided link MTU size, e.g. when the MT and TE are separated, as discussed in clause 5.6.10.x. Therefore, providing an MTU size does not guarantee that there will be no packets larger than the provided value. However, if UEs follow the provided link MTU value operators will benefit from reduced transmission overhead within backbone networks.
One of the worst-case scenarios is when GTP packets, e.g., between a NG-RAN node and the 5GC, are transferred over IPSec tunnel in an IPv6 deployment. In that case the user packet first encapsulated in a GTP tunnel which results in the following overhead:
-	IPv6 header, which is 40 octets;
-	UDP overhead, which is 8 octets;
-	Extended GTP-U header, which is 16 octets.
NOTE 1:	The sending of SCI in the GTP-U header will increase the GTP-U header size (see TS 29.281 [75]).
In this scenario the GTP packet then further encapsulated into an IPSec tunnel. The actual IPSec tunnel overhead depends on the used encryption and integrity protection algorithms. TS 33.210 [x] mandates the support of AES-GMAC with a key length of 128 bits and the use of HMAC_SHA-1 for integrity protection. Therefore, the overhead with those algorithms is calculated as:
-	IPv6 header, which is 40 octets;
-	IPSec Security Parameter Index and Sequence Number overhead, which is 4+4 octets;
-	Initialization Vector for the encryption algorithm, which is 16 octets;
-	Padding to make the size of the encrypted payload a multiple of 16;
-	Padding Length and Next Header octets (2 octets);
-	Integrity Check Value, which is 12 octets.
In order to make the user packet size as large as possible a padding of 0 octet is assumed. With this zero padding assumption the total overhead is 142 octets, which results a maximum user packet size of transport MTU-142 octets. Note that in the case of transport MTU=1500, this user packet size will result in a 1424 octets payload length to be ciphered, which is a multiple of 16, thus the assumption that no padding is needed is correct (see Figure X.1). Similar calculations can be done for networks with transport that supports larger MTU sizes.


Figure X-1: Overhead calculation for transport MTU=1500 octet
The link MTU value that can prevent fragmentation in the backbone network between the UE and the UPF acting as PSA depends on the actual deployment. Based on the above calculation a link MTU value of 1358 is small enough in most of the network deployments. However for network deployments where the transport uniformly supports for example ethernet jumbo frames, transport MTU<=9216 octets can provide a much larger UE MTU and hence more efficient transfer of user data. One example of when it can be ensured that all links support larger packet sizes, is when the UE uses a specific Network Slice with a limited coverage area.
Note that using a link MTU value smaller than necessary would decrease the efficiency in the network. Moreover, a UE might also apply some tunnelling (e.g., VPN).  It is desirable to use a link MTU size that assures at least MTU-220 octets within the UE tunnel to avoid the fragmentation of the user packets within the tunnel applied in the UE. In the case transport MTU is 1500 octets, this results a link MTU of 1280 octets, which is the minimum MTU size in case of IPv6. 
The above methodology can be modified for calculation of the UE's link MTU when a UPF has MTU limits on the N6 reference point and is offering a PDU Session with Ethernet or Unstructured PDU Session type between the UPF and the UE.

***** End of Changes *****

image1.emf
 

IPv6

header

UDP

header

GTP-U

header

User IP packet Init

vector

IPSec

SPI+SN

IPv6

header

IPSec

PL+NH

IPSec

ICV

40 8 16

1358

40 4+4 16

1+1 12

89*16=1424

1500

UE MTU

GTP packet

IP packet in backbone network


oleObject1.bin
[image: image1.emf]IPv6


header


UDP


header


GTP-U


header


User IP packet Init


vector


IPSec


SPI+SN


IPv6


header


IPSec


PL+NH


IPSec


ICV


40 8 16


1358


40 4+4 16


1+1 12


89*16=1424


1500


UE MTU


GTP packet


IP packet in backbone network





































































































